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1. Introduction 

The Internet of Things (IoT) is a 

revolutionary technological paradigm that 

enables the interconnection of billions of 

physical devices embedded with sensors, 

actuators, and communication capabilities. 

These devices collect, exchange, and process 

data autonomously, facilitating smart 

environments across numerous sectors 

including healthcare, transportation, smart 

cities, industrial automation, agriculture, and 

home automation. The IoT ecosystem 

promises enhanced efficiency, convenience, 

and data-driven decision-making, driving 

digital transformation at an unprecedented 

scale [1]. According to recent estimates, the 

number of connected IoT devices is expected 

to exceed 30 billion by 2027, reflecting its 

rapid adoption worldwide. 

However, the widespread deployment of IoT 

devices introduces significant security and 

privacy challenges that threaten the reliability 

and safety of these systems. Unlike 

traditional computing systems, IoT devices 

are often constrained in computational 

power, memory, and battery life, limiting the 

ABSTRACT 

The rapid proliferation of Internet of Things (IoT) devices has transformed various industries by 

enabling seamless connectivity and smart automation in domains such as healthcare, smart cities, 

industrial control, and home automation. However, this unprecedented growth introduces critical 

security challenges due to the resource-constrained nature of IoT devices, diverse protocols, and the 

heterogeneity of the network environment. Traditional security mechanisms and intrusion detection 

systems (IDS) often fall short in addressing these challenges effectively, particularly in detecting 

novel and sophisticated cyber-attacks. To overcome these limitations, machine learning (ML) 

techniques have gained significant attention for their ability to analyze large volumes of network and 

device data, learn complex behavioral patterns, and identify anomalies indicative of security 

breaches. This paper provides a comprehensive review of state-of-the-art ML approaches applied to 

IoT intrusion detection, covering supervised, unsupervised, and hybrid learning methods. It 

highlights their strengths, such as adaptability to evolving threats and capability to handle 

heterogeneous data, as well as their inherent challenges, including the scarcity of labeled data and the 

computational constraints of IoT environments. The discussion includes popular datasets, evaluation 

metrics, and deployment scenarios, emphasizing the importance of lightweight, scalable, and privacy-

preserving IDS frameworks. Additionally, the paper explores emerging trends such as federated 

learning and edge-based detection to mitigate privacy and latency concerns. Finally, open research 

challenges and future directions are identified to inspire the development of more robust, efficient, 

and interpretable ML-driven intrusion detection solutions for securing the rapidly expanding IoT 

ecosystem. 
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implementation of conventional security 

mechanisms. Furthermore, the 

heterogeneous nature of IoT devices, diverse 

communication protocols, and dynamic 

network topologies complicate the design of 

standardized security frameworks [2]. These 

limitations render IoT ecosystems vulnerable 

to a wide range of cyber threats including 

Distributed Denial of Service (DDoS) 

attacks, unauthorized access, data 

interception, spoofing, and malware 

infiltration. Such attacks can lead to severe 

consequences such as data breaches, service 

disruption, and even physical damage in 

critical infrastructures. 

Intrusion Detection Systems (IDS) play a 

vital role in safeguarding networks by 

monitoring and analyzing network or system 

activities to detect suspicious behavior 

indicative of security violations or 

cyberattacks. Traditional IDS approaches 

mainly rely on signature-based detection, 

which compares activities against known 

attack signatures, and anomaly-based 

detection, which identifies deviations from 

established normal behavior profiles. While 

signature-based IDS are effective in detecting 

known attacks, they fail to identify zero-day 

exploits and novel threats that continuously 

evolve in IoT environments. On the other 

hand, anomaly-based IDS are better suited 

for detecting unknown attacks but often 

suffer from high false positive rates due to the 

complexity of accurately modeling normal 

IoT behavior [3]. 

The integration of machine learning (ML) 

techniques into intrusion detection has 

emerged as a promising solution to address 

these challenges. Machine learning 

algorithms enable IDS to automatically learn 

patterns from large and complex IoT data, 

adapt to evolving attack strategies, and 

improve detection accuracy. ML-based IDS 

can classify network traffic, detect 

anomalies, and predict potential threats in 

real-time, even in the absence of predefined 

attack signatures. Furthermore, advances in 

deep learning and ensemble learning provide 

more powerful models capable of capturing 

complex temporal and spatial relationships 

within IoT data streams [4]. 

Despite these advantages, deploying ML-

driven IDS in IoT environments is not 

without challenges. The constrained 

resources of IoT devices necessitate 

lightweight and efficient algorithms. The 

scarcity of labelled datasets for training 

supervised models, along with the dynamic 

nature of IoT traffic, complicate model 

development and evaluation. Privacy 
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concerns also arise when sensitive IoT data is 

shared for centralized analysis. Moreover, the 

explainability and interpretability of complex 

ML models are crucial for trust and 

compliance in security-critical applications. 

This paper aims to provide a comprehensive 

overview of machine learning techniques 

applied to enhance intrusion detection in IoT 

security. It reviews different learning 

paradigms—supervised, unsupervised, and 

hybrid—and discusses their suitability for 

various IoT scenarios. The paper also surveys 

common datasets and evaluation metrics used 

in IoT IDS research, highlights emerging 

trends such as federated learning and edge 

computing integration, and outlines key 

challenges and future research directions. 

The objective is to guide researchers and 

practitioners in designing robust, scalable, 

and adaptive intrusion detection solutions 

tailored to the unique requirements of the IoT 

landscape. 

 

FIGURE 1. Proposed approach. 

  



 

276 
 

 

Volume: 7, Issue: 1, JANUARY-DECEMBER 2021 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN APPLIED SCIENCES AND ENGINEERING 

2. IoT Security Challenges 

Before delving into ML techniques, it is 

essential to understand the unique security 

challenges in IoT environments: 

• Resource Constraints: Many IoT 

devices have limited processing 

power, memory, and energy, 

restricting the complexity of security 

algorithms deployable on the device 

[4]. 

• Heterogeneity: IoT networks include 

diverse devices, communication 

protocols, and platforms, making it 

difficult to create universal security 

policies [5]. 

• Scalability: The vast number of 

connected devices generates massive 

data, necessitating scalable security 

solutions. 

• Dynamic Network Topologies: IoT 

devices may join and leave the 

network frequently, complicating 

consistent security enforcement. 

• Data Privacy: Sensitive data 

transmitted across IoT networks 

require confidentiality and integrity 

protections. 

• Physical Exposure: Many IoT 

devices operate in unsecured 

environments, vulnerable to physical 

tampering. 

These challenges necessitate intelligent and 

flexible security systems such as machine 

learning-based IDS. 

3. Intrusion Detection Systems (IDS) in 

IoT 

IDS are security solutions designed to detect 

unauthorized access or anomalous behaviors. 

In IoT, IDS can be: 

• Host-Based IDS (HIDS): Deployed 

on individual IoT devices to monitor 

internal operations. 

• Network-Based IDS (NIDS): 

Monitor network traffic to and from 

IoT devices. 

Due to IoT resource limitations, IDS 

solutions often combine lightweight device-

level detection with more powerful edge or 

cloud analytics [6]. IDS detection approaches 

include: 

• Signature-Based Detection: Relies 

on known attack patterns or 

signatures. 
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• Anomaly-Based Detection: 

Identifies deviations from normal 

behavior. 

Machine learning techniques primarily 

support anomaly detection, enabling 

detection of novel or zero-day attacks. 

4. Machine Learning Approaches for 

Intrusion Detection in IoT 

Machine learning techniques in IDS can be 

categorized into supervised, unsupervised, 

and hybrid methods.

 

 

FIGURE 2. WSN-DS dataset. 

FIGURE 3. UNSW-NB15 dataset. 
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4.1 Supervised Learning 

Supervised learning trains models on labeled 

datasets containing both normal and attack 

instances. Common algorithms include: 

• Decision Trees (DT): Simple 

interpretable models that split data 

based on features to classify traffic 

[7]. 

• Support Vector Machines (SVM): 

Effective in high-dimensional spaces, 

separating classes using hyperplanes 

[8]. 

• Random Forests (RF): Ensemble of 

decision trees to improve 

classification accuracy and reduce 

overfitting [9]. 

• Artificial Neural Networks (ANN): 

Capture complex nonlinear 

relationships; deep learning variants 

such as Convolutional Neural 

Networks (CNN) and Recurrent 

Neural Networks (RNN) have shown 

promise [10]. 

• K-Nearest Neighbors (KNN): 

Classifies data based on proximity to 

labeled instances but can be 

computationally expensive. 

Supervised methods generally achieve high 

accuracy but require extensive labeled 

datasets, which are costly and time-

consuming to obtain, especially in IoT 

environments with evolving threats [11]. 

4.2 Unsupervised Learning 

Unsupervised learning detects anomalies 

without labeled data by identifying patterns 

that differ from normal behavior. 

• Clustering Algorithms: e.g., K-

Means, DBSCAN group similar data 

points; outliers may indicate 

intrusions [12]. 

• Autoencoders: Neural networks 

trained to reconstruct input data; high 

reconstruction errors suggest 

anomalies [13]. 

• Principal Component Analysis 

(PCA): Reduces dimensionality and 

identifies data points deviating from 

main components [14]. 

Unsupervised methods can detect unknown 

attacks but may have higher false positives 

due to normal behavior variations. 

4.3 Hybrid Approaches 

Hybrid methods combine supervised and 

unsupervised learning or ensemble multiple 
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algorithms to improve detection accuracy and 

reduce false alarms. Examples include: 

• Using clustering to pre-filter data 

before supervised classification. 

• Combining anomaly detection with 

signature-based IDS. 

• Ensemble models that integrate 

various ML classifiers [15]. 

Hybrid IDS leverage strengths of different 

methods to adapt to diverse IoT scenarios. 

5. Datasets for IoT Intrusion Detection 

Evaluation of ML-based IDS relies on 

datasets simulating IoT network traffic and 

attacks. Some popular datasets are: 

• NSL-KDD: An improved version of 

KDD’99, widely used but limited in 

representing IoT-specific traffic [16]. 

• UNSW-NB15: Contains modern 

network traffic with labeled attacks, 

more realistic than older datasets 

[17]. 

• Bot-IoT: Designed for IoT botnet 

detection, including normal and 

malicious IoT traffic [18]. 

• IoTID20: Dataset focused on IoT 

device attacks collected in a real 

environment [19]. 

• TON_IoT: A comprehensive IoT 

dataset including telemetry, network, 

and log data [20]. 

Challenges remain in generating large-scale, 

labeled, and realistic datasets for IoT due to 

privacy and data diversity. 

6. Performance Metrics 

Evaluating IDS models requires multiple 

metrics beyond accuracy to address 

imbalanced datasets: 

• Accuracy: Proportion of correctly 

classified instances. 

• Precision: Proportion of true 

positives among predicted positives. 

• Recall (Detection Rate): Proportion 

of true positives among actual 

positives. 

• F1-Score: Harmonic mean of 

precision and recall. 

• False Positive Rate (FPR): 

Proportion of normal instances 

incorrectly classified as attacks. 

• Area Under Curve (AUC): 

Measures classifier performance 

across thresholds [21]. 

High recall and low FPR are critical to 

effective IDS performance in IoT. 
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7. Recent Advances and Case Studies 

7.1 Deep Learning for IoT IDS 

Deep learning models such as Long Short-

Term Memory (LSTM) networks capture 

temporal dependencies in IoT traffic for 

anomaly detection [22]. CNNs have been 

applied for feature extraction from network 

traffic data [23]. Autoencoder-based models 

compress and reconstruct data to identify 

anomalies effectively [24]. 

7.2 Federated Learning for Privacy-

Preserving IDS 

Federated learning enables decentralized 

training of ML models across IoT devices 

without sharing raw data, preserving privacy 

while improving detection [25]. 

7.3 Edge and Fog Computing Integration 

Deploying ML models at the edge or fog 

layers allows real-time intrusion detection 

closer to IoT devices, reducing latency and 

bandwidth usage [26]. 

8. Challenges and Future Directions 

Despite progress, several challenges persist: 

• Data Scarcity and Labeling: 

Obtaining large, labeled IoT datasets 

is difficult. 

• Resource Constraints: ML models 

must be optimized for lightweight 

deployment. 

• Concept Drift: Attack patterns 

evolve; IDS must adapt dynamically. 

• Privacy Concerns: Sensitive IoT 

data require secure ML techniques. 

• Explainability: Understanding ML 

decisions is critical for trust and 

compliance. 

Future research should focus on: 

• Lightweight, adaptive ML models 

tailored for IoT. 

• Synthetic data generation and 

augmentation. 

• Hybrid architectures combining 

signature and anomaly detection. 

• Explainable AI techniques for 

intrusion detection. 

• Integration of blockchain for secure 

data provenance. 

9. Conclusion 

Machine learning offers powerful tools to 

enhance intrusion detection in IoT security, 

addressing the limitations of traditional IDS. 

Supervised, unsupervised, and hybrid ML 



 

281 
 

 

Volume: 7, Issue: 1, JANUARY-DECEMBER 2021 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN APPLIED SCIENCES AND ENGINEERING 

approaches enable identification of known 

and unknown attacks amid vast, 

heterogeneous IoT data. However, 

challenges in dataset availability, resource 

constraints, and evolving threats require 

continued innovation in model design and 

deployment strategies. Emerging paradigms 

such as federated learning and edge 

computing provide promising avenues for 

real-time, privacy-preserving IDS. 

Developing robust, scalable, and 

interpretable ML-based IDS solutions is 

imperative to secure the expanding IoT 

ecosystem. 
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